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models, implemented using a commercially packaged simulation language provide ¥
S

. L

for compact source code and ease of readability. The networks are modeled under }::}:.“_
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a common set of operating assumptions and system environment. This allows for
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accurate comparisons of average network packet delays and memory requirements
necessary to physically implement the chosen network at a given network operating
load. It is concluded that, for the network sizes and operating conditions established.
the multistage cube network performs better at a lower hardware cost than do the
single stage cube and mesh networks. As a result, the designer of a paralle] pro-
cessing system is given additional insight for choosing an interconnection network

which best suites the application needs. This thesis investigation is summarized in

d [RaD88a]. and [RaD8&8b].
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THE MODELING, SIMULATION AND COMPARISON OF
INTERCONNECTION NETWORKS FOR
PARALLEL PROCESSING

1. Introduction

1.1 Background

Since the ad rent of the modern computer, computer architects have continu-
ously attempted, and in most cases succeeded, in designing and implementing faster.
more powerful systems. Due to design innovations and technological advances, com-
puter systems have rapidly expanded and diversified from the uniprocessor. von
Neumann architecture [Von46]. In the relatively short period of forty years. com-
puting capabilities have increased from performing simple mathematical functions to
those of performing complex numerical and artificial intelligence applications. Tra-
ditionally. the computational power needs of society have exceeded the processing
power of contemporary computer systems. For this reason. ongoing rescarch is inves-
tigating and proposing possible ways of meeting or exceeding the processing necds

of society.

Processing tasks such as weather forecasting, ballistic missile defense. image
processing. air-traffic control, pattern and speech recognition, medical diagnosis.
and robotic vision are issues that concern society. These tasks, due to their nature.

require the computational speeds of the host machine to be near or at real-time

speeds.

Due to the computational complexity of the algorithms required to implement

the above named tasks, real-time processing is. in some cases. not feasible in a
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uniprocessor environment. The real-time constraints imposed by these tasks require
the computer architect to look for ways of expanding from the uniprocessor von

Neumann architecture to accomplish these tasks.

In many cases, the uniprocessor von Neumann architectures lack the ability
to perform real-time applications. This is due to their sequential mode of operation
and largely to the computational complexity of the algorithms executed. In the von
Neumann machine, instructions must be executed in a sequential manner. Design
techniques which incorporate overlapping and pipelining of instructions allow for cxe-
cution times to be greatly reduced. These techniques, coupled with the technological
advances in very large scale integrated (VLSI) circuit design have brought single pro-
cessor computational speeds to near the speeds necessary for real-time applications.
To achieve the real-time processing capabilities, concurrent processing must take
place. Parallel processing systems, comprised of many cooperating processors. have

been developed in effort to achieve the real-time processing capabilities.

One of the major concerns in designing parallel processing systems lies in de-
termining the interconnection scheme of the multiple processors. The designer must
consider the application and the number of processors to be used when choosing
an interconnection network. Numerous interconnection networks have been imple-
mented to link multiple processors to achieve a parallel computing environment
[Fen81). The goal of the interconnection network design is to have the communica-
tion time between processors be substantially less than the processing time required

by an individual processor to execute an instruction or set of instructions.

Further design issues exist once an interconnection network topology has Leen
chosen for study. First. the switching methodology must be determined. The switch-
ing methodology determines the way in which a message is to be routed through the
switching elements of the network. Four methods exist: circuit switching (dedicated
physical transmission paths are set up and held until completion of transmission):

packet switching (transmission paths are dynamically allocated and released upon
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the receipt and passage of the data packet); virtual cut through (packet headers
are examined and forwarded to the next appropriate channel before receipt of en-
tire packet) {KeK79]; and wormhole routing, a derivative of virtual cut through

(blocked packets remain in the network instead of being buffered as in virtual cut

through) [Dal8&6].

The control strategy of the network switching elements is another design issuc
that must be examined. Two types of control strategies exist; control which is
distributed at each switching element and a centralized control which is used for all
switching elements. Trade-offs exists for using either of the two control strategies.
Chapters 2 and 3 provide a more detailed discussion of the control strategies as well as

switching methodologies and interconnection network design and implementations.

As the number of processors in a parallel system has grown, so has the complex-
ity of analytical approaches to modeling these systems. In most cases. it is no louger
feasible. and in few cases possible, to determine the expected performance of a mul-
tiprocessor design using only mathematical techniques. As a result, many designers
of multiprocessor systems have turned to modeling their systems through computer
simulations. Computer simulation can provide a low-cost and time-efficient method
for systems modeling. Simulation can provide supplemental information which can
be used to validate mathematical models when available. Through simulation. it 1s
possible to compare the performance of dissimilar designs and determine the design

best suited for a particular application.

1.2 Research Goals

While many research efforts have examined the performance of particular net-
works under differing environments [DaS86, DiJ&1, KrS83, Law75. Pat81. Pea77].
few have performed comparisons of dissimilar interconnection networks under the
same environment [AbPR&6, Dal®6]. Of the research efforts which have performed

interconnection network comparisons for the same operating conditions. their scope
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has been limited in the number of differing networks compared [AbP86. Dal86] and
in the sizes of the switching elements which connect the multiple processors [AbP86].
For this reason, the main objective of this thesis investigation is to expand upon the
performance comparison base by examining three types of interconnection networks:
the single stage cube network, the multistage cube network and the Illiac IV mesh
network. This performance comparison is made for network sizes capable of support-
ing 64 to 1024 autonomous processors. This range is chosen due to the technological
limitations which presently exist in supporting complex processors. The physical
structure and interconnection functions of these three interconnection networks are

discussed in detail in Chapter 2.

One of the figures of merit that this investigation concentrates on is the av-
erage delay incurred by a message as it traverses the network. By comparing the
average delay experienced by messages entered into the networks. for various net-
work loading. a determination of the desirability of one network over another can be
made. Added information in determining the performance of the three networks is
gained through the knowledge of the maximum queue lengths associated with each
network for a given network loading. This gives the designer insight into the cost
of constructing a network if the average delay is the most important performance

parameter considered.

1.3 Summary

This chapter has presented an overview of the processing restrictions incurred
by using the traditional von Neumann architecture. Methods for overcoming these
restrictions can be realized by using parallel processing techniques. One of the
underlying problems associated with parallel systems is in the determination of how
the multitude of processors will be connected to one another. This investigation

examines three topologies of interconnection networks.
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In Chapter 2, an overview of parallel processing systems is presented. A de-
tailed discussion is presented on the classification of parallel systems. This discussion
is followed by an examination of interconnection networks, the characteristics asso-
ciated with message transmission and the control methodologies. A brief overview
of contemporary parallel systems is presented with relation to their interconnection

network, switching methodology, and control implementations.

Chapter 3 examines previous performance modeling and analysis research that
has been performed. These studies examine both the analytic and the simulation
modeling of interconnection networks. A discussion of the modeling and analysis of
the switching methodologies of the network is presented, comparing circuit switching.
and packet switching. The latter sections of Chapter 3 discuss the present state of
network modeling and analysis. These sections examine the comparison of dissimilar

network topologies.

Chapter 4 presents the methodology applied to solving this investigation. The
simulation methodology. validation, and performance analysis of the three intercon-
nection network models are presented in Chapter 5. Conclusions and recommenda-

tions for future research are presented in Chapter 6.
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2. Parallel Processing Systems Querview

2.1 Introduction

In this chapter, the underlying characteristics of parallel processing systems

will be reviewed. The basic understanding of these characteristics 1s essential to

St R .I.{-‘,-{—}?.

»
U
v

the comprehension of the contemporary concurrent processing systems and the ar-

Y. RS LG5S 2 Y vy VLTV .,y ey 2 S
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chitectural problems which they face. In Section 2.2, parallel processing systems &

® —
classification methodologies will be presented. Section 2.3 will review the major ol

. . . . .

- classes of interconnection networks. Contemporary parallel processing systems will Ny
; 2
E be discussed in Section 2.4 with relation to the interconnection networks discussed :-':
o in Section 2.3. .
' o~
Y.

.\

. . . . -..

2.2 Parallel Processing Systems Classification Methodologies ~
s

The ability to accurately classify computer systems at the systems level is a

..’
problem that has plagued computer architects since the inception of the von Neu- .

-.:f

mann machine. Three taxonomies have been recognized as viable tools for use in .

.
e

reducing this problem.

2.2.1 Flynn's tazonomy In 1966, Michael Flynn [Fly66] proposed a method

for classifying computer systems based on the number of instruction and data streams

DAL
LA S Y %
il cnliald B n

associated with the system. The term stream is used to denote the sequence of items
(instructions or data) that are either executed or operated upon by a processor

contained in the machine. From this concept of streams. Flynn proposed that a

N
P
P JF S WL Py

machine could be classified into one of four categories. These categories are as

o .t
follows: o

-.'1

: “h
¢ Single Instruction strecam - Single Data stream (SISD) ’:

® e Single Instruction stream - Multiple Data stream (SIMD) ~
=
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e Multiple Instruction stream - Single Data stream (MISD)

e Multiple Instruction stream - Multiple Data stream (MIMD)

Figure 2.1 represents the four categories of Flynn's taxonomy.

The SISD machine represents the traditional von Neumann architecture. This
machine is characterized by a single processor which uses a single instruction stream
and a single data stream for its operation. The MISD machine is characterized
by multiple instructions streams, supplied by multiple processors, which operate
on a single data stream. In theory, a MISD machine’s multiple processors operate
concurrently on a single stream of data. At present, no true MISD machines exist
[HwB84]. Both the SIMD and MIMD machines are classified as parallel processing
systems. A SIMD machine is characterized by a single instruction stream which is
spawned off to multiple processors, each of which retains its own data streams. The
single instruction stream allows for a “lock-step” (sequential) instruction execution.
The MIMD machine is one whose characteristics are truly parallel. An instruction
stream is associated with each of the multiple processors in the system. This allows

for the concurrent operation and execution of instructions.

2.2.2 Feng's Tazonomy T.Y. Feng's taxonomy [Fen72] attempts to compare
computer systems by computing their degree of parallelism. From the results of
these computations, Feng proposes that the processing power of a system can be
quantified. The degree of parallelism represents the maximum number of bits per
unit time that the system can process. To describe the measure of parallelism. Feng
uses the ordered pair (n,m). where n is the processor word length and m is the system
bit-slice length. Thus. systems can be classified as word serial/parallel (n =1 or
n > 1) and bit serial/parallel (m = 1 or m > 1). By computing the product of n aud
m. the degree of parallelism of the system can be used for performance comparisons

of differing architectures.
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2.2.3 Handler's Tazonomy The taxonomy of Wolfgang Handler [HanT77].present~

another method for determining the classification of a computer system. Handler's
taxonomy 1s an attempt to classify a system by its degree of parallelism and its
pipelining capabilities. Pipelining is defined as the system's ability to decompose a
process into distinct subprocesses which may be executed in an overlapped manner.
Under Handler’s proposal, a system can be represented by a triple. T(C'). which

contains six independent variables. T(C) is defined as follows:

T(C)=< K x K'.DxD'.W x W' > (2.11

where

K is the number of processor control units (PCU)

K" is the number of PCUs that can be pipelined together
D is the number of arithmetic logic units (ALU) per PCU
D' is the number of ALUs that can be pipelined together
W is the basic wordlength of the ALU

W is the number of pipeline stages in the ALU

The significance of Handler's taxonomy is that it introduces the concept of pipelining

as a classification measure.

2.3 Interconnection Networks

In a multiprocessor environment, the ability of a particular processor to com-
municate with other processors in the system is dependent upon the topology of
the network which connects them and the interprocessor communication switching
methodology. Interconnection networks can range from simple and inexpensive to
complex and cost prohibitive. The most simple (logically) interconnection network

1s the ring. The complexity of a ring is proportional to the number of processors
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in the ring, O(n). As its name implies, the ring interconnection network forms &
closed looped by connecting neighboring processors in a uni- or bi-directional ring.
The communication time in the ring is a function of the number of processors in the
ring. As a result, systems implemented using the ring interconnection topology are
severely limited in the number of processors which can be connected. Therefore. the
ring interconnection can be feasibly applied only when the number of processors to
be connected i1s small. On the other end of the complexity-cost spectrum lies the
crossbar switch. The crossbar switch is characterized by n inputs and n outputs,
An n-by-n crossbar switch allows for full-connectivity between its n inputs and n
outputs. As a result of baving the capability of routing any input to any output.
the benefits of connectivity must be paid for in logic complexity and high cost. The
high cost results from a circuit complexity which is proportional to the square of
the number of processors and memory devices connected to its input/output ports.
O(n?). To overcome the restrictions of small sized systems inherently related with
ring interconnection networks, and cost prohibitive systems implemented solely with
crossbar switches. design compromises have to be made. As a result of these compro
mises. two classes of interconnection networks are being designed and constructed 1o
allow for large numbers of processors at a reasonable cost. These two interconnection
networks classes are the direct or single-stage networks, and the indirect or mult
stage networks. Direct networks use point-to-point links to connect the processine
elements. Indirect networks. on the other hand. uses the network as a separate en-

titv. The processing elements are connected to the inputs and the outputs of the

network.

Four methods of interprocessor communications exist: circuit sutelang. pache!
switching, virtual cut through. and wormhole routing. The first type. circuit switch-
ing. is where a dedicated path is established prior to the transmission of data from
source to destination. In circuit switching. the dedicated path i< held until the trans

mission of data is complete. The second type of switching is packet switching. Packet
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switching is a concept in which messages are broken into submessages (packets) and
D the packets, along with their routing information are allowed to independently tra-
verse across the network from input to output. In virtual cut through, the packet
headers are examined to determine the next appropriate channel for the packet to
be transmitted on. Virtual cut through uses a store and forward method of trans-
mitting the packets once the packet header has been examined. If a blockage exists.
the packet is buffered until the blockage has been resolved. Wormhole routing uses

the same basic approach of examining the packet header as virtual cut through. The

two methods differ in how the packet is handled when a blockage is encountered.

b |
&

.

-
3

a

|
| Instead of buffering the packet as done by virtual cut through, wormhole routing

o, L
| :-_{.‘_-5?
‘ keeps the packet in the network until the blockage is resolved. o
I .

2.3.1 Single-Stage Networks The single-stage network is considered to be

a dynamic network with a collection of n input selectors and n output selectors ;

\ ‘HwB»1]. A dynamic network can be described as a network which has the ability

-
.:'s.

to reconfigure its interconnection links. The manner in which these links are re-

..
i
s

v,
y »

0

configured is dependent upon the implementation of the interconnection function.

FExamples of single-stage networks are the Illiac I\’ [BaB68), the Shuffle-Exchange '\

‘.r-':r

> [Sto71]. the PM2I [Sie85]. and the Cube [SieR5]. Subsubsection 2.3.1.1 discusses ®
the Illiac IV interconnection function and physical layout. The Cube network i< ;'

TN

examined i the same light in Subsubsection 2.3.1.2. (;;::-j

1::‘:-

e
F 2.3.1.1 The Niac IV Interconnection Network.  The hiae IV network ".,'.r
A ALY
received i1ts name from the SIMD machine. the llhac IV, designed in the late Thoos :-*::

LSRN
. . . . . . et
and early 1970s [BaB68]. The llliac IV network has a physical lavout which is ':r{$

RS
o approximately equivalent to a two-dimensional mesh. The Tlhac IV network differs ’

.
'
.
PR
.

from a mesh network in that the border processing elements are connected i a
“wrap-around” fashion. Figure 2.2 shows the physical lavout of a llhac IV network

where the number of processing elements is equal to 16,
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The physical interconnection of the Illiac IV processing elements is based on
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four interconnection functions. These functions are as follows:
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Hliac_n(P) = (P + n)modN (:

Z

where

P 1s the processor identification number

N is the number of processors in the Illiac IV network

n is the VN

mod 1s modulus arithmetic

2.3.1.2 The Cube Interconnection Network The Cube network [Sie77
1s a single-stage interconnection network whose name is derived from its processing
elements’ physical interconnection pattern. The dimension of the cube is determined
by the number of processing elements in the cube. As an example. let N be the
number of processing elements in the cube. The dimension of the cube. m. is log2t V).

In an m-dimensional cube. the processing elements are located on the vertices of the ®

cube. Each processing element is connected to m adjacent processing elements. A -

»

3-dimensional cube is shown in Figure 2.3. The interconnection of the processing

.
«
]

elements in an m dimension cube can be described by m interconnection functions.

Cuber(pm-1-Pm-2« D1 Po) = Poict e Prcze o PrePrapo. 0 <k < {2.61 .
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Figure 2.3. The Cube interconnection network where m = 3. N

where pis the 0% Lit of a processing element’s address. The Cubey function connects
a particular processing element. represented on the left side of the equation. to a
processing element given on the right side of the equation. The two processing

elements” addresses differ in the k™ bit position.

2.3.2 Multistage Networks

Like the single-stage networks. multistage networks are dvnamic networks.
Multistage networks can be described by three characterizing features: the suitching
tlement, the network topology. and the control structure [HwBS4]. The switching

clement is a device whose function is to interchange its p inputs and p outputs.
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As an example, a 2-by-2 switch box has four allowable settings: straight, erxchange.
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upper broadcast, and lower broadcast, as shown in Figure 2.4.

i

Multistage networks can be one- or two-sided. One-sided networks are those

LS

A
P

Y4
RS

whose input and output ports are on the same side of the network. Two-sided

e

i
L

F networks have inputs on one side of the network and outputs on the other sidec.
| Two-sided multistage networks can be categorized into three classes: blocking. rear-

rangeable, and nonblocking [Fen81).

1
r Blocking networks are those in which the connection of more than one terminal

]

pair simultaneously, may cause conflicts in the allocation of the remaining communi- E:-E':f\'.

cation links. Examples of blocking networks are the Data Manipulator [Feng&1!, the :;:::‘_::.
' Omega [Law75]. and Indirect Binary n-cube [Pea77]. :~?'::*'
i Rearrangeable networks are those which can perform all possible combinations :.

of connections between inputs and outputs by rearranging existing connections to E\

allow for new input-output connections. The Benes network [Ben65] is an example f‘;\
) of a rearrangeable network. .

The third class of two-sided multistage networks is the nonblocking network.

In a nonblocking network, there exists a one-to-one connection between input and
r output port. The crossbar switch which provides full-connectivity between inputs

and outputs is an example of nonblocking network. A multistage netwo'x with V'

processing elements will contain at least log,.\V stages. where p is the size of the
+ crossbar switching box. Each stage of the network will consist of N/p switching

boxes.

A third feature used in characterizing multistage networks (the switching ele-

o ments and the network topology being the first two) is the control structure. The

control structure of the network determines how the switching elements are to be

controlled. There exists two basic methods for implementing the control structure:

disiributed or centralized control. In a distributed control structure. each switching
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box contains control logic which uses routing information contained in the header of :::;-:-'
S
> a message to determine the setting of the switching box. Centralized control uses ®
: oo ot
a centrally located control unit to inform individual switching boxes of their rout- :‘:':-':i
. . . . . e
ing settings. Implementation tradeoffs must be considered when choosing the control e
LA
N
k structure for a multistage network. While the advantages of constant path «~t-up and At
L4
simple interchange box logic make centralized control seem more preferable than dis- :"_Cj:
CALA
. . . . . v
tributed control, centralized control disadvantages far outweigh its advantages over N
Ll
[
distributed control. The major disadvantage of centralized control is that only one :'.r-‘:':.-_
P message can be routed at any instance of time, thereby serializing the network ac- i
N4
. . . .
cesses. Using distributed control, multiple messages can be routed simultaneously :‘;

a5
S

vielding no bottleneck effects.
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2.8.1.3 The Multistage Cube Interconnection Network. The multistage

Lt
cube network [McS81. Sie85) is based on the Cube interconnection function presented ._?'
in Section 2.3.1.2. Its topology is equivalent to the blocking networks characterized ':

4 above. The multistage cube network consists of log, N stages, where N 1s the number ..
of processing elements in the system and p is the size of the crossbar switching -

element. Each stage in the network contains A/p switching elements. Each stage

..
o,
‘
I"

b of the multistage cube implements the Cube function. By this. the boxes of the " ’
AKX
stage implements the Cube, function. At stage ,. the address lines that differ in the :‘\‘
"‘-'ft‘
i'* bit position are paired at the switching elements. Figure 2.5 shows the multistace RASAS

.
A
Y
.

cube network for N = & implemented with 2-bv-2 crossbar switching elements. RN

2.4 Parallel Processing Systems

Contemporary parallel processing systems have been implemented to taxe ad-
vantage of the architectural advances made in the design of interconnection net-
works. This section reviews five major systems which have either been implemented

commercially or have been built solely for the purpose of research of the present

L technology.
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From a network point of view, parallel processing svstems can be grouped

into one of two architectural categories: processor-to-memory (P-Mi or processing
element-to-processing element (PE-PE, where a PE is a processor-miemory pair).
Processor-to-memory architectures use bi-directional networks to connect processors
to memory modules. Processor-to-memory architectures are characterized by heavy
network loading which results from inter-processor communications and memory ac-
cesses across the network. In a PE-to-PE architecture, the network is unidirectional
and provides inter-PE communications only. The PE-to-PE architecture differs from
the P-M architecture in that no commonly accessible memory modules exist. As a
result. the network loading is less in a PE-to-PE system than in a P-M system.

Figures 2.6 and 2.7 show the PE-to-PE and P-M architectures respectively.

2.4.1 The llliac-IV" The Illiac-1V. a SIMD machine, was developed in as joint
effort between the University of Illinois and the Burroughs Corporation [Sto77].
Proposed in 1965 and shipped in 1972, the Illiac-IV was one of the first machines to
be implemented using a parallel architecture. Original proposals were for the Hliac-
I\" to be a multi-SIMD machine with four quadrants, each of which would contain
61 processing elements. Only one quadrant was ever constructed. The lliac-1V
was primarily designed to solve partial differential equations and performi matrix
multiplication. The interconnection network of the Illiac-I\V was a variation of the

mesh interconnection network.

2.4.2 The BBN Butterfly The BBN Butterfly is another parallel machine
whose interconnection network implementation is the multistage cube. Manufac-
tured by Bolt. Beranek. and Newman, Inc.. the Butterfly is designed for commercial

time-sharing use as well as for image processing in a research environment [CrGS3).

The Butterflv is designed to house up to 256 independent processors. At
present, the machine has been commercially packaged to contain from 1 to 12x

processors. As mentioned above, the interconnection network i1s a multistage imple-
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mentation. The interchange boxes are 4-by-4 crossbar switches. Packet switching

"s S

and distributed routing control are used for message transmission. The Butterfly's

. *
'l

system architecture is a PE-to-PE architecture.

2.4.8 The NYU Ultracomputer The Ultracomputer is a shared-memory MM
machine which is presently under development at New York University [GoGsg
This machine. when fully implemented. will house 4096 autonomous processors fo
use as a general purpose parallel system. At the present. an Ultracomputer proto
P tvpe containing 64 processors has been built. The Ultracomputer uses a P-NM svstenis

architecture.

The interconnection network of the Ultracomputer is a multistage cube which
uses 4-bv-1 crossbar switches as its switching elements. The switching methodology
used by the Ultracomputer is packet switching with the routing of the packets nsimg

the destination address routing method to traverse the network.

2.4.4 The InteLtPSC The Intel Personal Super Computer (iPSC s a rescarch-
oriented MIMD machine. The iPSC architecture is more commonly referred to as
the hypercube or binary n-cube based upon its interconnection network. a packet
b switched implementation of a single-stage network. The hypercube may consist of
one. two. or four 32-node computational units. Each of the cube’s 32 processing
nodes can function independently and concurrently with one another. A central
2 controller {cube manager) serially passes data and processes code to active nodes

within the cube.

2.4.5 The IBM Rescarch Parallel Processor Prototype (BP0 The RP3 s a
4 MIMD machine designed strictly to research the hardware and software aspects of

parallel processing [PfBx5]. Incorporating much of the NY'U Ultracomputer desian.
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the RP3 has been designed and is being constructed at the IBM T.J. Watson Re-

search Center. The RP3 will contain 512 32-bit microprocessors. These 512 proces-

sors will be grouped into eight modules with each module containing 61 processors,

The interconnection network of the RP3 consists of two separate networks: a
multistage cube and a combining network which is used for interprocessor coordina-
tion functions. As with the Ultracomputer and the Butterfly. the RP3's interchange
boxes are implemented using 4-bv-4 crossbar switches. The interprocessor comniu-

nications are a mixture of circuit- and packet-switching.

2.5 Summary

In this chapter. an overview of parallel processing svstems has been presented.
Three methods for classifving parallel processing svstems were discussed.  While
Flynn's taxonomy is the most widely recognized of the three methodologies. it fails
to provide architectural details of a system. Both Feng and Handler provide limited

architectural insight. but fail in providing enough information to accurately describe

a svstenn.

Three interconnection networks were discussed from a functional imp.cmenta-
o point of view. Interconnection network communication switching methodologies
were also defined. Each network’s interconnection function was presented alone witl
its physical lavout. Multistage networks were discussed along with a presentation of

their associated imterchange boxes. topology and control structures.

Five parallel processing systems were briefly examined from a networks point
of view. These systems revealed the progression of parallel svstems architectural
implementations. This progression began with the first implemented parallel ma-
chine, the Illiac I\, and has proceeded to present-day svstems such ax the NYU

Ultracomputer. INTEL's iPSC. and IBM's RP3.




J. Performance Modeling and Analysis

3.1 Introduction

® Over the past six years. extensive research has examined interconnection net-
works from a performance modeling and analysis viewpoint. These performance
studies have ranged from analytically modeling the probability of message collisions
in crossbar switches. to determining which of the two switching methodologies i
best suited for interprocessor communications. Further studies have examined the ;
possibilities of modeling interconnection networks via computer simulations. In-
terconnection network comparison studies have proven valuable in assisting system
architects choose the network which will best suit the application. The following

sections review previous research performed in performance modeling and analysis. -

3.2 Crossbar Switch Analysis

The crossbar switch. defined and discussed in Chapters 1 and 2. 1s used asx
the basic switching element in many multiprocessor designs and implementations
TAdSHE. CrGR5. Dav83. DaS85, DaS86. DiJ81, GoG83, Law75. McA&L. Pea'T.
PIBR5, Sie85. SiH86]. This section presents a review of the research performed
by Patel {Pat&1]. Using analytic and simulation techniques, Patel compares the

Delta networks. a permutation of the multistage cube network [Sie85]. and networks

r comprised solely of crossbar switches. This review of Patel’s work is concerned only
with the implementation issues and analytical analysis associated with the use of
a crossbar switch as a network switching element. For consistency. the notation of

le Patel is used in the following discussion.

From a hardware point of view, the crossbar switch consists of two major
components: the control logic and the switching element itself. The control logic 1s

‘. used to process message requests and to provide arbitration among requestors in the

o
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event of a conflict. The function of the switching element is to route the messaee NN
‘n e
. . . .‘\,
D or data once the setting of the switch has been determined by the control logic. A ®
functional block diagram of a 2-by-2 crossbar switch is shown in Figure 3.1. A
The single lines in Figure 3.1 represent one bit lines. The double lines into and EA
PR

D out of the INFO box represent address lines. data lines. and a Read/Write contro!
| line. The X and X lines are used to control the switch setting. If the input X is
logic 1. the switch 1s set to its cross connection. If X is logic U, the switch is set to

its straight connection (see Figure 2.4). For the 2-byv-2 case. only one it has to he

. examined to determine the setting of the switch. Switches of size N require N = 1
bits to be examined to properly set the crossbar connections. In the implementation
‘ of a crossbar switch. two sets of control lines exist: the request. the destination. and
> the busy lines for the left or input side of the switch and the request and the busy o
% lines for the right or output side of the switch. For the 2-by-2 sized crossbar. two :\‘i
-
| sets of these control lines exist. one set for each of the input and a set for the output \-;
:. lines of the switch. An N-by-\ crossbar switch requires N sets of control lines. The N

logic equations for the signals in Figure 3.1 are given below.

{
P .\’ = rodo + Todl l.{l i
| ~— —_
% X = T’odo + ﬁd]
Ry = rodo+ridy
[{1 = r()do + Ty dl
b() = —\—BU + .\’ 131
by = XBy+ XB, + rodod; + rom
[0 = 10T + i] .\-
]1 = 7’0¢\' ‘+‘ TlT
»
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The above equations represent the logic equations for the simplest crosshar. the 2- N
: : : . o
® by-2. For large V. the logic equations for an N-byv- N crosshar become complex to ‘®
I\'
the point of intractable. e
e
-
In the analvsis of the crossbar. a crossbar size of M-bv- N is assumed. Pa- o
.. '.
aY
. . R .. - yy
® tel's analvsis assumes a processor to memory svstem architecture (see Figure 2.7, e
Using this assumption. the crossbar supports M processors and N memory nmod o
ules. Conflicts caused by two requests made for the same memory module are to
be considered memorsy conflicts rather than network conflicts. Further assumptions .
® . . .
are made to facihtate the analvsis. Firsto each processor generated requests ray
doncy and independent of the others with the requests umiformly distributed over
the memory modules. A second operating assumption is that in cach cvele, each -
.I
. processor generates new requests with a probabihity m. Using these assumptions. °
: - L . s
the bandwidth (BW) in packets per unit time. of the crossbar and the probabiity N
; . . . . '_\‘:\,J
of miessage acceptance (P4, at the destination memory module. can be derived for Ny
: Yy )
NN
. . . . . . A e
e crosshar switches of varving size. For large M and V. the bandwidth and probatality "."‘ h
of message acceptance is represented by .
L BW =~ N(] - MY (3.2
— N .
Py =~ (1 —¢ m”’\) 3.3
mM
The complete derivation of the above equations can be found in Patsi . The abov
e . .
approximations provide 99% accuracy when M and N are greater than 30 and 957
accuracy for M. N > %
] g0 Crrcuit Switchimg Analysis ° <]
T
. . . . . N
Of the four tyvpes of switching methodologies presented in Chapters [oand AT
M £ } I AR
) . . . R i . . .':\':\
2. two have been predomnantiy used ininterconnection network analyvsis: crreun Rty
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switching and packet switching. In this section and the one to follow. a review and _‘Z\":
AN
) analysis of previous research in these two areas is presented. ®
[
. . . . . . . r:’--.'.
In a circuit switched network implementation, a physical link between source Darey
. [N
. . . . . . - r\
and destination PEs is established prior to message transmission. The path c-- :.:-::-/:
: . : - P
) tablishment process is performed using a “request-grant™ protocol [McS30". i a °
distributed control system. message requests are forwarded through the network. K
setting the switching elements to the appropriate position if available. Once the y
kN
' transmission path is established. it is held until the transmission of the message(s)
is complete. In cases where two or more different messages desire the same commu- oA
S )
. . . . . AN
nication path or a blockage occurs due to a previously established path. a conflict RGN
among the message transmissions arises. In the event of a conflict. a method for B
Ld
’ . .
o resolving the conflict must be chosen. \
Two of the more common conflict resolution methods, the drop and the huld
algorithms. have been the topics of recent research [Dav&5, LeW84]. When a confher :
) is encountered using the drop algorithm, the message request is removed from the
network and the partial communication link. up to the point of the conflict inclusive.
is relinquished. Message requests that are dropped from the network must be reiui-
b tiated by the originator at a later time. The hold algorithm differs from the drop
algorithm in that when a conflict arises, the message request is held at the point of
conflict until the conflict has been resolved. The partial communication link 1= held
mntact,
™ )
In the work of [Che82. ChL83. Dav85. LeWR&1]. each used discrete time Markov SR
PR _-‘
chains to aid in the analysis of the circuit switched networks implementing either 5
the drop or the hold resolution algorithms. Modeling a system using Markov chains R
. can provide a graphical representation of the operating states of the network as well

A0 SR Sl A b b A

g
»

as the state transition probabilities.
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8.8.1 The Hold Conflict Resolution Algorithm This section presents the re- e
s
b sults of the mathematical derivations performed by [Dav85, LeW84] in determining "0'.
- : . : . : e
the state transition equations for the hold conflict resolution algorithm. For consis- '.:_'.'.:
o
tency in the presentation of these results, the notation of [Dav&3] is used. $$__
- YD
h Using the Markov chain shown in Figure 3.2, the hold conflict resolution algo-
rithm can be modeled for a 4-stage network. The derivations of the state transition
probabilities assume a 2-by-2 size switching element is implemented in the network.
L The network can be modeled by using two sets or states: the request states. R,. and .
2.
the blocked states. B,. 0 < ¢ < n. These states represent the possible states that a ::::t
ALY
message request may encounter as it attempts to traverse the network and establish -:k-‘;'.
a path. State P represents the processing state of the message at a local PE. State ::::";:\
ud T represents the state in which the data transfer may begin. This state signifies the e
RNLS
establishment of the communications link between source and destination. Assuming '.-:':::
Taa)
a message generation rate. m. from each source PE, and a time delay. d. associated ;-;;
: . eas . : . G
L with the state T, the state transition probabilities are given below in Equation 3.5. PS
oT.P) = 1/d (3.1
r T, 7Yy = 1-1/d
q(P,Ry) = m
g(P,P) = 1—-m
fo °
AN
In deriving the transition probability of moving from state R, to state R ;. ._-'.:
\‘:\"'_-
the three possible causes for blockage in a 2-by-2 switching element were summed. N
o The resulting probability of transitioning from one stage to the next is given hy: ®
e
n-1 s
g(R.Ruy)=1-25R-B, -5 > (R, +B,) - 05p(T) (3.5) e
J=t+1 ':-".\'_-'
o °
29 -
N
®
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The transitions from state R, to state B, was defined as follows:

25p(R) - p(B,) j=1
g(R.B])=14 5(p(R,+p(B,)) i<j<n (3.6
5p(T) J=n
In Equation 3.6. the superscript notation. B}, is used to indicate that the blocked

message is in state j. The superscript changes as the blocked message moves from

state to state.

The probability of transitioning from one stage to the next stage in a particnlar

time cycle ¢ was defined to be:

Pz+1(R]+1)
pl(RJ)+pl(B])

q9; = (;TO

Equation 3.7 shows that the probability of transitioning through stage j is the prob-
ability of being in stage ; divided by the probability of being in state B .. Using
this time-based probability. ¢,,. the transition probabilities for state B; were shown

to be:

1/d j=n
q(an*Rx-H) = / / (3.8
0 J <n
1< 1 <1
q(B!.BI*') = @ 7= (3.4

1_QJ+1 j:i

0 t<j <
q(B. B*?) = 1o (3101
9+1 J =1
3.8.2 The Drop Conflict Resolution Algorithm Using an approach similar to

their analysis of the hold conflict resolution algorithm. Lee and Wu [LeWS 1] present

a two dimensional structure which models the message request transitions threuch

31
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the network when the drop conflict resolution algorithm is used. The Markov chaiu o
’
~
representation for a 4-stage network is shown in Figure 3.3. As pointed out in ‘
l--'
[Dav85], this representation is an approximation to the actual system operation in
...‘
that multiple blocking messages are not addressed. <y
i~
The states P and T of Figure 3.3 represent the same states as those in the hold -
s
algorithm analysis: the local processing at the PE and the message transmission. "
“~
The states R, ; represent the traversal of the message requests through the network. o
The R,, states encompass the record keeping of the location of a blocked message -
requests. which in expanded notation is represented by a third subscript. k. The -
"
first row of the model represents the first transmission attempt of a message request ::
. : - N
entering the network. Subsequent rows depict the retransmission of the message TN

request following blockage in the previous row. Column states are used to model the '

message requests at a particular stage of the network. J_:'.
Ay

: : - - A

As with the hold algorithm. the transition probabilities between the message e

f

CN

processing state. P, the transmission state. T. and the first path request state are

,.

the same: o
o~

<

"
‘I.-

‘A

qg(T.P) = 1/d (3115 =

gT.T) = 1-1/d E

q(P.Roo) = m E:

glP.P) = 1-m -

Letting T be denoted by stage n. the probability of being in column j is defined as: N
N

S, = Yop(R,,) EREY
1=0 :_

5
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drop conflict resolution algorithm with dependent message resubmission-
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Similar to the derivations in the hold algorithm. the transition probabilities throuch

o

D the first row are found to be:

et
l.ﬂ.

P oA
T

q(RU._/' H(),_]+l) =1 - 25[)(5}) — .

“ 1@ )‘- LI,
AL R

When a blockage occurs, the message request is dropped from the network and

. 2
4 |
7
s
3
[
o
~
~
[ AN NN

resubmitted in the row that corresponds to the column where the blockage ocenrred.

The transition probabilities are represented by:
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Q(RW-RJ-H.O.U = B8 J< k<n

Equations 3.13 and 3.14 represent all possible transitions in the network fo:
message requests that are independent of other requests that may be in the network
Transitions that occur when a previously blocked message request returns to the

column of its initial blockage are considered to be dependent transitions ‘Davss . To

facilitate the analysis of these dependent transitions. the probability of transitioning

r through a column j in one time cycle is defined as:
o
S+l -
g, = e (3.1
S
o 4

From Equation 3.15. g, is the probability that the message request did not complete
its transmission in the present time cyele, meaning that the message is stifl active s

jo the system. The probabilities ¢, are shown to be:

g, =1-1/d n < j (3160
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Using the representation for g,. the probability of the blocking request being active

in the network after the present time cvcle is:

k+)

y =11 ¢ (317,
m=k

Q«.; can be described as the probability of the blocking message transitioning from.

column k to column k+j while the blocked message is resubmitted and returned to the

point of blockage [Davs5]. Using these derivations. the transitions for the dependent
states. Kooy ;. can be derived. First. Davis derives the transition probabilities of 1o

being blocked and transitioning through the column. These probabilities are fonnid

tu be:

, | (1= Q)1 —.258, — 5-mrtBn) g ) k£
(111{4'*1‘-7""'[{1*]-1*1’ = - min(2).n)
(1 - Qk+1.]—1)(l - 235] E)Zm 7+1 ~‘m) A =]
{3.1x

The transitions resulting from the repeated blockage due to the blocking message

and the blockage by a new request are given in Equations 3.19 and 3.20.

Q. mo=runik 4+ o). k#£
qtlr‘J*l.j-k'l{,‘*].()_n., = t S / RISHE

Qisrsor m=mmik+jny), k=

25(1 = Q) S, m=j. k#)
S(1 ~ Qi y)Sm J<m<n. k#j ’
9 B ,6 Hisom) = ’ . , , (3.20)
25(1 = Qus15-1)5, m = ). k=,
M~ Qrs1,-1)5m J<m<n, k=
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- And finally, blockage transitions in the input stage were derived in [LeW&1) and are o
. Y
given below. ®
i. Y
| N
‘ W%
| ¢(Rion Rion) = 1-4qq (3.21) %
™ e
]
r g Riok. Rioxs1) = ¢ (3.22 N
q(Riok Rioo) = 5(1—g) (3.23, N
>
g(Riok-Biy) = 501 —q) (3.24) o
d 9(Ryp0. Rioa) = 1 (3.25: -
P,
3.4 Packet Switching Analyses :
P Packet switched network performance and analvsis has been the topic of ex-
tensive research in recent years [DiJ&la, DiJ81b. MuM82, Che82. KrS83. ChHx4,
DaS®6]. In this section. the basic principles of packet switched networks are exam-
k ined along with the techniques used to model this tvpe of network implementation.

Results from previous research will also be discussed.

Packet switched networks differ from circuit switched networks in the manner in

which the communication link between source and destination pairs are maintained,

i N . . A
While the complete link is held until a message has completed its traversal of the R

. N . . . o , PR
network in a circuit switched environment. the link between switching elements is NSRS
held just long enough for the message to traverse the link in a packet switched R

P network. This eliminates the need for a complete path from source to destination

prior to the message transmission.

Advantages and disadvantages exist when using packet switched networks in-
# stead of circuit switched implementations. An advantage of packet switched net-
works is the ability to pipeline the packet transmissions thereby potentially reducing
the overall transmission delays and increasing the network throughput. With these

r benefits come potential drawbacks of this implementation. Since each packet estah-
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lishes its own path through the network, the path establishment delays increase a-

the number of packets in a message grows. Additionally, the logic required to con-
trol the switching elements is more complex than a comparable network constructed

using the circuit switched methodology.

As in the circuit switched network, conflict resolution algorithms exist in packet
switched networks. When a conflict occurs at a switching element, one of three
resolution algorithms can be used: the hold, the drop, and the reroute algorithms.
The hold and the drop algorithms are the same as those discussed in the previous
section. When the reroute algorithm is used. a blocked message 1s reroute to an

incorrect destination for resubmission by that destination to the correct destination.

Methods for modeling packet switched networks which have used both discrete
and continuous time Markov chains have been presented in [DiJ&la. DiJR1b. Ches2,
KrS83, ChH84, Dav85]. Queueing models consisting of n nodes which represent the
n stages of the network can be used to analvze the packet traversal of the network.
Switching elements are represented by queues at the inputs of the n nodes. Queuc

lengths are assumed to be of a finite length determined prior to implementation.

Dias and Jump [DiJ81a. DiJ81b] investigated the affects on the network due
to varving buffer sizes. By doubling the buffer size from one to two packets. they
were able to show that the throughput of the network is also increased. The increase
in throughput continues. to a point. as the size of the buffers is increased. The
throughput begins to remain approximately constant with buffer sizes in excess o
4-6 packets. It i1s also shown that packet delays increase as the buffer sizes mercase.
The bottom-line of the research of Diax and Jump. shows that an optimal butfe
size exists to maximize the network throughput. Additional research performed on

multiple-packet networks. by [DaS86]. is presented in the sections which follow.
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3.5 Tradeoff Analysis of Switching Methodologies

In this section. a tradeoff analysis of circuit-switched versus packet-switched

AT
AN
multistage generalized cube network is reviewed. Two operating modes are presented :::,.*:';
in the original analysis: the SIMD mode and the MIMD mode. This review is only :i.."-.‘::
concerned with the MIMD mode of opcration due to its relationship to this thesis -g-
AN
investigation. :'-_Ex
RN
Davis and Siegel [DaS86] perform a comparative study into the effects of choos- \":
NN,
ing packet-switching versus circuit-switching as the switching methodology for the ‘{
multistage cube network. The effects of multiple-packet messages on the networi 'T\
are also researched. Results from this research are detailed in the text which follows. j‘_-.r‘_‘
EREN
In a MIMD environment. the generation and transmission of messages ta arn \:;:'\'
through the network occur asynchronously. Messages generated consist of a header. :‘_'. _’
containing the routing information, and one or more data words. If the size of thc
message exceeds the maximum single-packet size allowed by the network, the messag« 2o
must be broken-down into multiple packets for transmission through the network. ’
Eacl packet contains the same routing information. In the multistage cube network. :
a single path exists between a source and destination pair [McS81]. When multiple
packets occur. these packets must be routed sequentially to ensure proper ordering .
at the destination.
Davis and Siegel. in analyzing the performance of multiple-packet messages.
mtroduce two paramcters to aid the analysis. The packet cycle time is defined a~ ..I
the time delay associated with the packet moving from an input to an output of « j::ffll-
network interchange box. The packet offset time is considered to be the time betweern
successive packet generations in a multiple-packet message. This time can be furthe 411?:" ;
L

described as the time difference in the speed of the system PEs and the network. A-
an example, the packet offset time is equal to one when the time to generate a packet

is equivalent to the time required by an interchange box to process the packet.

O
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Results from their study shows that, for a given message size. the delav of
a packet in the network decreases as the packet offset increases. This is to be
expected, as an increase in the packet offset reduces the apparent network loading
and subsequently, the network conflicts. These values can be used to compare against
the ideal times required by a packet to traverse the network. Under ideal conditions.

an m-packet message requires k+(m-1) packet cycles to traverse the k-stage network.

When making the choice of packet-switching or circuit-switching for network
implementation. different factors must be considered. First, the operational mode
(SIMD or MIMD) will determine the effects on the network due to conflicts amone
the messages and the associated queueing delays. A second issue is the type of
svstems architecture that supports the network. The two tvpes, PE-to-PE and P-\
svstem architectures. discussed in Chapter 2. determine whether the network will be
characterized by light loading and low conflicts (PE-to-PE), or more heavily loaded
with greater conflicts in a P-M architecture. Through cacheing techniques. networks
supporting P-M systems are shown to perform equivalently to those in PE-to-PE

architectures.

To compare a circuit-switched network to a similar network implemented us-
ing packet-switching, the internal and external environment must be the same in
both cases. Design implementations such as data path width, interchange box im-
plementations, and PE-network interfacing techniques are internal factors that must
be considered. External factors that must be the same for comparative purposes
are: system size, processing speeds and network loading. Once these factors arc

determined and set. a valid comparison of the switching methodologies can be made.

Davis and Siegel conclude that the circuit switched network provides better
performance for smaller-sized messages than do the packet-switched network. The
packet-switched network performs better for messages of longer lengths. These re-
sults also show that the performance of the network is highly influenced by the

processing rates of the PEs.
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3.6 Comparisons of Interconnection Networks

) The ability to accurately compare interconnection networks which differ topo-
logically is essential in determining the suitability of the network to a particular
application. For this reason. recent research efforts have been directed toward these

) tvpes of comparisons. This section reviews the work of Dally [DalX6]. Abraham
and Padmanabhan [AbPR86], and Hsu, Yew. and Zhu [HsY87]. Two of these studies
iDals6] [Szv86]. perform comparisons of networks based on VLSI design constraints.

Analvtical modeling and analysis of network performances are examined by [AbPx( .

L]
‘

Comparisons of the single stage cube (hypercube) network to a newly proposed net-

Y3y
f'
4

4

work is the topic of research of [HsYR7T).

SN Y Y
N .(-.'. <

‘@ 7.7

{ 3.6.1 VIS Comparison of Tori and Binary n-Cube Networks W. J. Dally
Dals6 presents a comparison of interconnection networks based on the wiring re-
quirements of VLSI circuits used to implement the networks. In his study. Dally
compares low-dimensional networks (e.g.. mesh) to high-dimensional networks (e.g

binary n-cubes). with each having the same bisectional width. The bisectional width

of a network [Tho®0j is the minimum number of wires that must be cut if the net-
work is to be divided into two equal halves. This comparison is further based of thire

Y performance parameters: latency. average case throughput. and hot-spot throughput

Latency is the time interval between successive initiations. The average case throuch-

put is defined as the average number of messages processed by the network in a unt

L of time. A measure of the throughput between a pair of processing elements which

receive a disproportionately large amount of the network traffic is called the hot-spot

throughput.

L One of the main operating assumptions used in Dally’s study is the use of
wormbhole routing. Wormhole routing. recall from Chapter 2. 1s a variation of virtual
cut through routing [Kek79]. These two methods differ in the manner o whicl a

blocked message handled. While virtual cut through removes a blocked mes<age from:

. - . . - e T T ‘- . - - . . - v
.-J-..-.---:.-.-.»_--r._.--.r.-.-.r. . N
r--..\ RO A A R R O YRS IR W Ui W DA '.."'_. “a .“_AA.‘.\-A'\M




AT

Py .y Y-y
. '. "\ ‘Y- ‘Y. ."‘ .\. .\"‘.ﬁ_ . .

the network, wormhole rotting retains a blocked message in the network. The bene-

fits of using wormhole routing over the store-and-forward routing method is redieed

network latency. This is shown mathematically below in Equations 3.26 and 3.27

and graphically in Figure 3.4.

(AN A

The derivation of the network latency using the store-and-forward and worr:,
hole routing techniques is dependent upon two components of latency: the distance
(D) and the message aspect ratio (L/W'). The distance, D, is defined as the nuea
point-to-point distance (in hops) from source to destination. The message a~co

ratio is the ratio of the message length. L. over the normalized channel widrn. 11

and can be described as the number of channel cycles necessary to tran-<iit the
message across one channel. Using the store-and-forward me*! 1. an entire messace
must be reccived by an intermediate node prior to the message bLoug transmitted 1o
the next node in the communication link. The latency of the network must then L

the product of the distance through the network and the message aspect ratio.

Tsrare—and—,‘orqui = ]}hannfi([) X = 13,20

W
Using wormhole routing. partial messages may be transmitted upon receipt o
the control bits (flits) to the next node in the communication link. The Jatenen of

the network can now be represented by the sum of ) and L/,

Tu srmhole = ]‘C’Z'xnhr“l) -+ ‘_“.' R

In Equations 3.26 and 3.27. T 4,0, i~ the chanuel cvele time. the tie necoo,
to cor.plete a transaction on a channel. Figure 3.4 shows that the latonoy tine
required for routing a message through three processing nodes s wreathy 1o dooed

when wormhole routing is used instead of store and-forward techuigues,

Noting that for two processors picked at random from o b ary oonbe e

average number of Channels that must be traversed, o< given by

11
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Also the normalized channel width., W is a function of the dimensionality. . and

the radix. k of the network and can be represented by

Win. k)=

. 13,29

tS| -

Using Equations 3.28 and 3.29 substituted into Equation 3.27. the network later o

for a k-ary n-cube is:

‘ ‘ k-1 20
Tret = Tohanne —2— n+ T) (3.30.
Fquation 3.30 shows that the latency of the network. T,.., 1s 